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ABSTRACT
The increasing usage of multi-cores in safety-critical applications,
such as autonomous control, demands high levels of reliability,
which crucially depends on the temperature. The scheduling of
tasks is one of the key factors which determine the natural trade-off
between system performance and reliability. Commonly used tech-
niques, such as simulation-based on benchmarks, can simulate only
a limited number of input sequences of system runs and hardly op-
timize the performance-reliability trade-off. In order to accurately
evaluate the schedulers and provide formal guarantees suitable in
early design stages, we use a design flow based on formal methods
for a quantitative performance-reliability trade-off analysis. Specif-
ically, we propose to use energy-utility quantiles as a metric to
evaluate the effectiveness of a given scheduler. For illustration, we
evaluate TAPE, a state-of-the-art thermal-constrained scheduler,
with theoretical optimal ones.

CCS CONCEPTS
•Hardware→ Temperature control; • Computer systems or-
ganization→ Multicore architectures; • Theory of computation
→ Probabilistic computation; • Software and its engineering →
Model checking.
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1 PROBLEM
The enormous increase in the processor power density [6] has
made on-chip temperature a critical design constraint of multi-core
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systems. The elevated chip temperatures adversely impact other de-
sign constraints, such as reliability, performance and cooling costs
[13]. These high temperatures can result in more frequent transient
errors and/or even permanent faults [20]. Indeed, industrial studies
have demonstrated that a small difference in the operating temper-
ature (order of 10–15C) can result in almost two times difference in
the device lifespan [22]. Additionally, studies show that the cooling
cost increases super-linearly with the thermal dissipation [7]. More-
over, the static (leakage) power [23] has exponential dependence on
the operating temperature, which potentially results in more ther-
mal runaway [16]. Hence, to ensure the reliability, performance, and
safety of the multi-core for modern embedded real-time systems
like autonomous control [12], thermal-constrained scheduling is
crucial. Consequently, the thermal constraints should be accounted
for in the scheduling of tasks to the cores.

The capability of formal methods is gaining more and more at-
tention for a quantitative trade-off analysis. Energy-utility quantiles
[1] provide a relevant trade-off measure in probabilistic systems,
e.g., systems where the environment, the workload or the occur-
rence of errors is modelled probabilistically. For example, a possible
instance of an energy-utility quantile is the minimal number of ther-
mal violations to ensure finishing a given number of tasks within a
given time horizon with sufficiently high probability. The thermal
violations refer to the situation where the temperature of a core is
above the critical temperature. Such properties cannot be determined
using simulative approaches. The core problem is to explore the
use of formal methods for a quantitative performance-reliability
trade-off analysis.

2 STATE OF THE ART
Simulation with existing benchmarks is popular in the embedded
system community to analyze the effectiveness of the scheduling
strategy. However, most of these approaches can simulate only a
limited number of input sequences and thus may result in missing
critical situations. In turn, this may lead to delays in the deployment
of thermal management schemes as happened in the case of Foxton
thermal management, which was designed for the Montecito chip
[4]. It may also result in poor performance and/or thermally unsafe
behaviors or even catastrophic failures at run-time, e.g., vehicle
breakdown or smartphone explosion [12].

Exhaustive formal methods such asmodel checking (see, e.g., [2])
are popular for ensuring reliability of critical system parts. In this
regard, a few abstract thermal models have been proposed for the
formal analysis. Most of these works, e.g., [8–10, 19], ignore the ther-
mal coupling among the cores. The models without incorporating
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thermal coupling can result in underestimation of the temperature,
which accounts for a significant difference in reliability estimation.

3 PROPOSED APPROACH
In this section, we present our proposed formal thermal model for
2D/3D multi-core systems as well as describe our workflow and
parametric model. Finally, we present a model instance that we
implemented for a quantitative analysis using the PRISM model
checker. We denote the set of integers 𝑖, 𝑖 + 1, ..., 𝑗 − 1, 𝑗 by [𝑖 .. 𝑗] for
𝑖, 𝑗 ∈ N.

3.1 Abstract Thermal Model
For simplicity, we consider a 2D grid layout in which 𝑁 = 𝑛 × 𝑛

homogeneous cores are placed, where we refer to a core placed
at position (𝑖, 𝑗) via an index 𝑖 + 𝑛 · 𝑗 ∈ [0..𝑁 − 1]. Similar to
the related works [8–10, 19], we consider a discrete-time model
where the power states and resulting temperatures of the cores
are observed after fixed discrete intervals of time. Intuitively, the
change in temperature of a core depends on three major factors: (i)
power dissipated by the core, (ii) heat transferred by the core to the
ambience, and (iii) heat transferred among the cores. We merge the
first two factors into one called self-heating and model the last one
as thermal coupling.

We now explain the mathematical model by equations that hold
for each core with some given index 𝑖 . The change in temperature
of core 𝑖 is given by:

Δ𝑇𝑒𝑚𝑝𝑖 = 𝑤𝑠ℎ ·sh(𝑇𝑒𝑚𝑝𝑖 , 𝑃𝑜𝑤𝑒𝑟𝑖 )+𝑤𝑐𝑝𝑙 ·cpli (𝑇𝑒𝑚𝑝 [0..𝑁−1] ) (1)

where Δ𝑇𝑒𝑚𝑝𝑖 ,𝑇𝑒𝑚𝑝𝑖 and 𝑃𝑜𝑤𝑒𝑟𝑖 represent the change in temper-
ature, the current temperature, and the current power state (e.g., ON
or OFF), respectively, of core 𝑖 . The weight𝑤𝑠ℎ ∈ Q is a constant
used to represent the scaling for self-heating, which depends on the
nature of the material and environmental conditions. The weight
𝑤𝑐𝑝𝑙 ∈ Q represents the overall scaling of the thermal coupling and
is specifically dependent on the conductivity of the material and
the sampling interval Δ𝑡 , as suggested by the general equation of
heat conduction [17]. Moreover, sh and cpl represent self-heating
and thermal coupling functions, as described below. The power
dissipated by a core for performing some computation produces
heat while the heat transferred by a core to the ambience leads to a
drop in the temperature of the core. The overall effect is represented
by the self-heating function sh:

sh(𝑇𝑒𝑚𝑝𝑖 , 𝑃𝑜𝑤𝑒𝑟𝑖 ) = pd(𝑃𝑜𝑤𝑒𝑟𝑖 ) + amb(𝑇𝑒𝑚𝑝𝑖 ) (2)

where the function pd models the increase in the temperature of a
core due to the power consumed for doing some computation in one
time step. For the case of 2-level Dynamic Voltage and Frequency
Scaling (DVFS), it is defined as follows:

pd(𝑃𝑜𝑤𝑒𝑟𝑖 ) =
{
𝑝1, if 𝑃𝑜𝑤𝑒𝑟𝑖 = 1
𝑝2, if 𝑃𝑜𝑤𝑒𝑟𝑖 = 0

(3)

where 𝑝1, 𝑝2 ∈ Q>0 are positive parameters, depending on the
microarchitecture, application, and leakage characteristics. The
function ambmodels the heat transferred to the ambience, inspired
by the Newton’s law of cooling [3, 17]:

amb(𝑇𝑒𝑚𝑝𝑖 ) = −𝑐 (𝑇𝑒𝑚𝑝𝑖 −𝑇𝑒𝑚𝑝𝑎𝑚𝑏 ) (4)
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Figure 1: Workflow of the proposed approach

where 𝑐 ∈ Q>0 is a positive parameter, depending on the cooling
solution (heat sink and spreader) specifications, and 𝑇𝑒𝑚𝑝𝑎𝑚𝑏 rep-
resents the ambient temperature. The negative sign shows that it
leads to a drop in the temperature of the core.

The thermal coupling mainly depends on the conductivity of the
material, sampling time, the difference of the temperature of the
cores, and distance between the cores [17]. The first two factors are
modeled by𝑤𝑐𝑝𝑙 while the last two factors vary from core to core
and are captured in our model by the thermal coupling function
cpli, as described below:

cpli (𝑇𝑒𝑚𝑝 [0..𝑁−1] ) =
∑

𝑗 ∈[0..𝑁−1], 𝑗≠𝑖

{
𝑤𝑖 𝑗 · (𝑇𝑒𝑚𝑝 𝑗 −𝑇𝑒𝑚𝑝𝑖 )

}
(5)

where while the index 𝑖 still represents the index of the core under
consideration, the index 𝑗 in the sum represents the index of other
cores. We model the weights 𝑤𝑖 𝑗 ∈ Q for thermal coupling, i.e.,
coupling coefficients, by the reciprocal of the Euclidean distance
between the two cores in the 2D grid. The validation of the thermal
model is presented in [18].

3.2 Workflow
The workflow of the proposed approach, presented in Fig. 1, begins
with a popular thermal simulator, HotSpot [21], which requires
models of floorplan, packaging and power traces. The floorplan
describes sizes and placement of the cores. The user can select
parameters for floorplan and packaging based on the system under
consideration. Power traces of the application are then given to the
thermal simulator to compute transient temperatures. The transient
temperatures are then analyzed in our proposed tool developed
in MATLAB to find the trends in the behavior of the temperature,
which form the basis for the validation of our proposed thermal
model. A reasonable continuous-valued thermal model is developed
from transient temperatures. In order to find the optimal weights
for Eq. (1), we use properties of symmetry with respect to power
and memorylessness with respect to the initial temperature and
the minimum mean square error criteria to evaluate our discretized
thermal model against the continuous-valued one.

For exhaustive formal analysis, the continuous parameters, such
as temperature, have to be discretized to a certain number of levels
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to analyze the results within a suitable time. In our parametric
model, the designer can select various parameters, such as the num-
ber of temperature and power levels, number of cores in the system
and the scheduling strategy (optimal/heuristic) for the analysis.
In case of heuristic analysis, the scheduling criteria is required.
Additionally, the designer may choose the probability distribution
and its characteristics (e.g., mean) to capture the behavior of the
application.

With the above parameters, we generate model variants, i.e., tran-
sition systems, Discrete-time Markov Chains (DTMCs) or MDPs
in PRISM model checker[11], depending on the desired analysis.
The purpose of having states in a transition system is the step-wise
behavior induced by the task arrival and scheduling. The probabil-
ity distributions model the task arrival and the non-determinism
is used to model the different choices for task scheduling on the
cores. Depending on the desired analysis, we provide flags in our
tool for the option whether to include time or thermal violations
in the state space and generate properties to be investigated ac-
cordingly. The generated formal model along with the property
(e.g., quantile query) is input to the probabilistic model checker to
perform the analysis (e.g., to compute quantiles for various prob-
ability thresholds). The output logs from the probabilistic model
checker are input to our tool in MATLAB to generate quantile plots
as well as analyze model sizes. Thus, even a designer with mini-
mal prior knowledge of formal methods, can analyze these plots to
perform performance-reliability trade-off analysis for the designed
scheduler.

3.3 Concrete Model
For illustrative purposes, we present the details of the concrete
model, instantiated from the parametric model presented above,
for the configurations used in our experiment: the system has 9
cores arranged in a 2D grid of 3 × 3. We chose a granularity of 3
temperature levels, represented as 0, 1 and 2, respectively, for our
experiments. We further considered 2-level DVFS, i.e., core power
has 2 states (ON or OFF).

Further parameters chosen are 𝑝1 = 1 and 𝑝2 = 0 in Eq. (3), and
𝑐 = 0.25 in Eq. (4). For brevity, in this work we consider thermal
coupling effects from 4 direct neighbors of each core. The cores are
considered to be unit distance apart, so that the weights𝑤𝑖 𝑗 in Eq.
(5) are taken as unity for all the 4 direct neighbors. The selected
weights for Eq. (1) for the above parameters by using the minimum
mean square error are 1.3 for self-heating (𝑤𝑠ℎ) and 0.09 per core
per temperature level difference for thermal coupling (𝑤𝑐𝑝𝑙 ). It
should be noted that the concrete model is a proof-of-concept, and
the realistic parameters can be sourced from a pre-analysis step for
a specific application and architecture.

4 RESULTS
In this section, we present a refined formal model that reflects the
system behavior in practical applications, with additional stochastic
information, e.g., on the workload of the system. For including
thermal management strategies in our model to distribute workload
on the cores, we add non-deterministic choices of the cores to
be powered ON as soon as the required amount of workload is
apparent. This yields a MDP with probabilistic workload choices

and non-deterministic powering of cores. Our model then does not
only pave the way for a best- and worst-case analysis, revealing
optimal thermal management policies for the assumed probabilistic
workload profile, but can also be used to analyze existing thermal
management heuristics. For further details, the reader is referred
to the work [18].

4.1 Formal Model
Inspired by the work [15] from the literature, we consider that the
number of tasks arriving in the multi-core CPU at each time instant
follows a Poisson distribution. For a 𝑁 -core system, we truncate
and normalize the Poisson distribution for 0−𝑁 tasks. We compute
the probabilities in our MATLAB-based tool and export to PRISM
as constants. Similar to simulation-based analysis [14], we assume
that there is no data dependency among tasks, i.e., we consider
independent tasks. For brevity, each task is assumed to have an
execution time of one time step. Moreover, we assume that each
core executes only one task at a time.

For the optimal scheduler, we use non-determinism to capture
the possible ways that a controller can influence the behaviour of
the system. Since we are interested in determining which cores
should be turned ON, the non-determinism is in the selection of a
core to run a task and the decision whether to put the tasks in a
queue. The optimal scheduler is then computed that resolves all the
non-deterministic choices such that the expected values are either
maximized or minimized.

For the heuristics, the non-determinism is resolved by the specific
schedulers, resulting in a DTMC [2]. In this work, we consider
3 specific schedulers with a defined mapping criteria. For more
than 1 core satisfying the mapping criteria, to resolve the non-
determinism in each case, we use a specific order, i.e., [0 8 6 2 1 3 5
7 4], where the numbers indicate the indices of the cores, e.g., core
8 is scheduled before core 5. The mapping criteria of considered
heuristics are presented below: A popular thermal-aware scheduler,
TAPE [5], is based on the economic model and maps the tasks to the
core with the criteria max(𝑠𝑒𝑙𝑙𝑇𝑖 − 𝑏𝑢𝑦𝑇𝑖 ), and in case of multiple
cores satisfying this criteria: min(abs(𝑏𝑢𝑦𝑇𝑖 )), where 𝑠𝑒𝑙𝑙𝑇𝑖 and
𝑏𝑢𝑦𝑇𝑖 represents 𝑠𝑒𝑙𝑙 and 𝑏𝑢𝑦 values, respectively, of a core 𝑖 at
temperature 𝑇𝑖 . For modelling TAPE, we use the same weights as
presented in the paper [5]. The reactive thermal-aware schedulers
map to the cores with the criteria 𝑇𝑒𝑚𝑝𝑖 < 𝑇𝑒𝑚𝑝𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 and
the minimum temperature scheme maps to the coolest core among
the currently available cores, i.e., min(𝑇𝑒𝑚𝑝𝑖 ).

4.2 Comparative Trade-off Analysis
The formal model presented above is parameterized in the queue
size and mean value of the number of tasks. For a real-world sce-
nario, the queue size is selected according to the system under
consideration and the mean value is selected based on the prior
information about the workload. In the following analysis, we con-
sider the mean value of 8.5 and queue size of three to consider as
an example. Because of parameterization, any desired values can
be analyzed.

We propose to use performance metrics for the evaluation of
a thermal-aware scheduler based on energy-utility quantiles [1].
Within energy-utility quantiles, two reward structures formalize
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quantities of the system and a trade-off condition is posed by putting
bounds on the accumulated reward during an execution. Varying
one of the bounds and optimizing this value such that the probability
mass of paths with the accumulated rewards staying within the
bounds exceeds a given threshold provides a trade-off metric that
can be computed using probabilistic model checking [1].

4.2.1 Maximal Time to Thermal Violations. One of the most impor-
tant functionalities of a thermal-aware scheduler is to maximize
the system’s thermal stability, in terms of the time to a certain
number of violations. So, we consider the following energy-utility
quantile: what is the maximal time the system survives with proba-
bility 𝑝 until reaching a certain number of thermal violations for
some scheduler. Formally, this can be expressed as the following
existential energy-utility upper-bound quantile [1]:

max
{
𝑡 : Prmin

s
(
♦ (Time ⩽ 𝑡 ∧ #Violations ⩾ 𝑣)

)
⩽ 𝑝

}
(6)

where 𝑣 ∈ N represents a lower bound on the accumulated number
of global thermal violations, 𝑡 ∈ N represents an upper bound on
time and 𝑝 ∈ [0, 1] ∩ Q represents the probability threshold. The
results for 𝑣 = 35 are presented in Fig. 2 and show that TAPE and
minimum temperature heuristic have the same trade-off charac-
teristics. This is because task migration is currently not integrated
in our approach. Both of them perform better than the reactive
heuristic, e.g., at a high probability threshold of 0.99.

Figure 2: Time to reach 35 global thermal violations

5 CONCLUSIONS AND FUTUREWORK
In this work, we presented a formal thermal model for multi-cores
incorporating thermal coupling as well as transient temperatures.
This is challenging because HotSpot gives only the final tempera-
ture instead of the individual components of self-heating and ther-
mal coupling. We proposed a quantitative performance-reliability
trade-off analysis, based on quantiles, of thermal-aware scheduling
strategies for multi-core systems. The results show that the evalu-
ated scheduler TAPE can be improved with respect to the maximal
time to reach a certain number of thermal violations. Our approach
thus helps in the evaluation of heuristics. This work opens door for
many future directions. First, the framework can be enhanced to
include task migration. Second, the evaluation of heuristics for het-
erogeneous multi-core systems can be very interesting. Moreover,
performance evaluation in terms of throughput of a scheduler can
also be interesting.
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